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EQUIVARIANT DISCRETIZATIONS OF DIFFUSIONS AND

HARMONIC FUNCTIONS OF BOUNDED GROWTH

WERNER BALLMANN AND PANAGIOTIS POLYMERAKIS

Abstract. For covering spaces and properly discontinuous actions with com-
patible diffusion operators, we discuss Lyons-Sullivan discretizations of the

associated diffusions and harmonic functions of bounded growth.

1. Introduction

We are interested in spaces of harmonic functions of bounded growth. This topic
got started with the work of Yau on harmonic functions on Riemannian manifolds
and his conjecture, solved by Colding and Minicozzi, that the spaces Hd(M) of
harmonic functions of polynomial growth of degree at most d ≥ 0 on a complete
Riemannian manifold M with non-negative Ricci curvature are of finite dimension
[23, 24, 9].

We consider a non-compact and connected manifold M together with an (el-
liptic) diffusion operator L on M that is symmetric on C∞c (M) with respect to a
smooth volume element on M (see Section 1.3). The reader not familiar with dif-
fusion operators should think of the Laplacian on Riemannian manifolds. We are
interested in two related scenarios. In the first, we are given a cocompact covering
p : M → M0 and assume that L and the volume element on M are the pull-backs
of a diffusion operator L0 and a smooth volume element on M0. In the second,
we are given a properly discontinuous and cocompact action on M by a group Γ
and assume that L and the volume element on M are Γ-invariant. To avoid case
distinctions, we consider an orbifold covering p : M → M0, where the manifold
M is considered with the trivial orbifold struture, M0 is a closed orbifold, and L
and the volume element on M are the pull-backs of a diffusion operator L0 and a
smooth volume element on M0. This setup contains the above two scenarios, where
M0 is the orbit space Γ\M in the second scenario. The Riemannian metric on M
associated to L is the pull-back of the Riemannian metric on M0 associated to L0

and is therefore complete.
Our main results establish a one-to-one correspondence between L-harmonic

functions of bounded growth on M and µ-harmonic functions of bounded growth
on a given fiber X ⊆ M of p, where µ belongs to a certain class of families µ =
(µy)y∈M of probability measures on X and where µ-harmonic functions on X are
the solutions of the operator ∆µ defined by

(∆µf)(y) =
∑
x∈X

µy(x)(f(x)− f(y)).(1.1)
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The classes of µ used here have their origin in work of Furstenberg [11, Section 5],
were introduced and studied by Lyons and Sullivan [18, Sections 7 and 8], and later
refined in [3, Sections 1 and 2]. For the case of diffusion operators as considered
here, they are discussed in [5, Section 3]. We refer to them as LS-measures. They
depend on the choice of data, refered to as LS-data (see Section 2).

We say that a function a : [0,∞)→ R is a growth function if it is monotonically
increasing, if a(0) ≥ 1, and if a is submultiplicative in the sense that, for all r, s ≥ 0,

a(r + s) ≤ Caa(r)a(s).(1.2)

Besides the constant function 1, the functions (r + 1)α and eαr with α > 0 are the
most important growth functions and give rise to the concepts of polynomial and
exponential growth. Another interesting class are the functions ecr

α

with c > 0 and
0 < α < 1, which are between polynomial and exponential growth.

Example 1.3. Let S be a finite and symmetric generating set of a group Γ and
NS(m) be the number of elements of Γ which can be expressed as a word in S of
length at most m ∈ N0. Then NS is monotonically increasing with NS(0) = 1 and
NS(m+ n) ≤ NS(m)NS(n). Since br+ sc ≤ brc+ bsc+ 1, a = a(r) = NS(brc) is a
growth function with Ca = NS(1).

Replacing a by the function Caa, the constant Ca in (1.2) disappears. We say
that a growth function a is subexponential if

lim
r→∞

1

r
ln a(r) = 0.

The above functions (r + 1)α with α > 0 and ecr
α

with c > 0 and 0 < α < 1 are
examples of subexponential growth functions.

1.1. Main results. We let X be a fiber of p, fix an origin x0 ∈ X ⊆ M , and set
|x| = d(x, x0). For a growth function a, we say that a function f on M or X is
a-bounded if there is a constant Cf ≥ 1 such that

|f(x)| ≤ Cfa(|x|)(1.4)

for all x ∈M or x ∈ X, respectively. By (1.2) and the triangle inequality, whether
or not a function on M or X is a-bounded does not depend on the choice of x0.

We denote by Ha(M,L) and Ha(X,µ) the spaces of a-bounded L-harmonic
functions on M and a-bounded µ-harmonic functions on X, respectively. Clearly

Ha(M,L) ⊆ Hb(M,L) and Ha(X,µ) ⊆ Hb(X,µ)

for any two growth functions a and b such that a ≤ cb for some constant c > 0.
Our first main result is known in the case of bounded harmonic functions, that

is, for the function a = 1; see [3, Theorem 1.11] or the earlier [14, Theorem 1].

Theorem A. Suppose that a is a subexponential growth function and that the
LS-data for the LS-measures are appropriately chosen. Then the restriction of an
a-bounded L-harmonic function on M to X is a-bounded and µ-harmonic, and the
restriction map Ha(M,L)→ Ha(X,µ) is an isomorphism.

The precise meaning of the term ‘appropriate’ will be made clear in the text. In
the two setups we consider, appropriate choices of LS-data are always possible, but
are far from being unique.

In the discussion of asymptotic properties of geometric objects, quasi-isometries
play a central role. Now with respect to a quasi-isometry, an a-bounded function is
b-bounded, where b(r) = a(cr) for some suitable constant c ≥ 1. According to this,
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we say that two growth functions a and b belong to the same growth type if there
is a constant c ≥ 1 such that

a(r/c)/c ≤ b(r) ≤ ca(cr)

for all r ≥ 0. Clearly, growth types partition the space of growth functions. More-
over, the property of being subexponential depends only on the type.

Given a growth type A, we say that a function f on M or X is A-bounded if,
for one or, equivalently, for any a ∈ A, there is a constant Cf ≥ 1 such that

|f(x)| ≤ Cfa(Cf |x|)(1.5)

for all x ∈M or x ∈ X, respectively.
We denote by HA(M,L) and HA(X,µ) the spaces of A-bounded L-harmonic

functions on M and A-bounded µ-harmonic functions on X, respectively. Our
second main result is an immediate consequence of Theorem A.

Theorem B. Suppose that A is a subexponential growth type and that the LS-data
for the LS-measures are appropriately chosen. Then the restriction of an A-bounded
L-harmonic function on M to X is A-bounded and µ-harmonic, and the restriction
map HA(M,L)→ HA(X,µ) is an isomorphism.

1.2. Applications. We discuss three applications of our results to the case of L-
harmonic functions of polynomial growth, that is, the growth types determined by
the growth functions (r+ 1)d, d ≥ 1. The solution of Yau’s conjecture by Colding-
Minicozzi [9], Gromov’s theorem on groups of polynomial growth [12], and the
work of Kleiner [15] on Gromov’s theorem and on harmonic functions of polynomial
growth belong to the background of our discussion.

We assume throughout that M is non-compact and connected and that the
diffusion operator L on M and the volume element are invariant under a group Γ,
which acts properly discontinuously and cocompactly on M . Recall that Γ is then
finitely generated.

We are interested in the spaces Hd(M,L) of L-harmonic functions of polynomial
growth of degree at most d, that is, L-harmonic functions h on M such that

‖h‖d = lim sup
|x|→∞

|h(x)|
|x|d

<∞.(1.6)

The space of bounded L-harmonic functions is then written as H0(M,L), and we
have

H0(M,L) ⊆ H1(M,L) ⊆ H2(M,L) ⊆ . . .

It is well known and easy to see that H0(M,L) consists either of constant functions
only, and then dimH0(M,L) = 1, or that dimH0(M,L) =∞. By [18, Theorem 3],
the latter holds if Γ is not amenable. We discuss Hd(M,L) for d ≥ 1. Our strategy
consists of combining results of Meyerovitch, Perl, Tointon, and Yadin [19, 20, 21]
about µ-harmonic functions on groups and translating them using Theorem B.
More detailed references will be given in the text.

In the proofs of the first two of our applications, Theorems C and D, we also
use work of Kuchment and Pinchover [16] on harmonic functions of Schrödinger
operators in the case where Γ contains Z or Z2 as a subgroup of finite index, due
to a symmetry question concerning LS-measures. Via renormalization as discussed
in Section 1.3, their [16, Theorem 5.3] on Schrödinger operators actually implies
Theorems C and D in the case where Γ is almost Abelian.

Our first application is related to a special case of a Liouville theorem of Cheng,
namely that a harmonic function on a complete Riemannian manifold of non-
negative Ricci curvature is bounded if it is of sublinear growth [7, p. 151].
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Theorem C. If Γ is virtually nilpotent and h is a harmonic function on M of
polynomial growth, then the growth of h is integral. More precisely, if h ∈ Hd(M,L)
for some integer d ≥ 1, then ‖h‖d is either positive or else h ∈ Hd−1(M,L).

For g ∈ Γ and a function f on Γ, we define the partial derivative ∂gf by

∂gf(h) = f(gh)− f(h).

We say that f is a polynomial of degree at most d if all iterated partial derivatives

∂g0 · · · ∂gdf

of f vanish for all d+ 1 elements g0, . . . , gd ∈ Γ and denote by Pd(Γ) the space of
all such polynomials (with the convention Pd(Γ) = {0} for d < 0).

Example 1.7. Consider the free Abelian group Γ = Zk. Clearly, with respect
to the usual inclusion Zk ⊆ Rk, any polynomial on Zk of degree at most d is the
restriction of a polynomial of degree at most d on Rk. Thus restriction defines an
isomorphism Pd(Rk)→ Pd(Zk).

Since Γ is finitely generated, Pd(Γ) is of finite dimension for any d ≥ 0 [17,
Proposition 1.15]. In fact, there is a recursive schema for its dimension in terms of
the lower central series of Γ [19, Proposition 1.10].

Example 1.8. By definition, P0(Γ) is equal to the space of constant real valued
functions on Γ so that P0(Γ) ∼= R. Furthermore, P1(Γ) consists of affine real valued
functions on Γ, so that P1(Γ) ∼= Hom(Γ,R)⊕P0(Γ). In particular, dimP1(Γ)−1 =
b1(Γ,R), the first Betti number of Γ with respect to real coefficients.

Our second application is the following version of [9, Corollary 0.10] of Colding-
Minicozzi and [15, Theorem 1.3] of Kleiner.

Theorem D. If Γ is virtually nilpotent, then Hd(M,L) is finite-dimensional for
all d ≥ 0. More precisely, if N ⊆ Γ is a nilpotent subgroup of finite index, then

dimHd(M,L) = dimPd(N)− dimPd−2(N)

for all d ≥ 0. In particular, dimHd(M,L) does not depend on L.

Example 1.9. In the situation of Theorem D, consider the case where N ∼= Zk.
From Example 1.7, we get that

dimHd(M,L) = dimPd(Zk)− dimPd−2(Zk)

=
(
k+d
k

)
−
(
k+d−2
k

)
= k+2d−1

k+d−1

(
k+d−1
k−1

)
.

Example 1.10. If M is simply connected and the sectional curvature of M is non-
positive, then either Γ contains a subgroup isomorphic to the free group F2, or else
M is isometric to Euclidean space Rm, where m = dimM [2, Theorem A]. In the
first case, Γ is non-amenable and then H0(M,L) is infinite dimensional, therefore
also all Hd(M,L) with d ≥ 1. In the second case, Γ contains Zm as a subgroup of
finite index, and we are in the context of Example 1.9.

Remark 1.11. Extending and refining an earlier estimate of Hua and Jost [13,
Theorem 1.1], Meyerovich et al. [19, Corollary 1.12] obtain that

c1d
r ≤ dimHd(Γ, µ) ≤ c2dr

for all d ≥ 1, where µ is a courteous probability measure on Γ in the sense of
[20], c1 < c2 are positive constants, and r is the rank of the nilpotent subgroup
N ⊆ Γ of finite index. Here we use [19, Corollary 1.9] and [21, Theorem 1.5]
to pass from finitely supported, symmetric probability measures µ on Γ, whose
support generates Γ, as assumed in [19, Corollary 1.12], to the more general class
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of courteous probability measures. This class includes the probability measures on
Γ induced from LS-measures as used here, at least in the case where the LS-data
are appropriately chosen and Γ does not contain Z or Z2 as a subgroup of finite
index.

Finally, we have the following version of a result of Meyerovitch and Yadin [20,
Theorem 1.4].

Theorem E. If Γ is virtually solvable, then the following are equivalent:

(1) Γ is virtually nilpotent;
(2) dimHd(M,L) <∞ for some d ≥ 1;
(3) dimH1(M,L) <∞.

Example 1.12. If Γ is linear, then either Γ contains a subgroup isomorphic to
the free group F2, or else Γ is virtually solvable, by the Tits alternative. In the
first case, H0(M,L) is infinite dimensional, hence also H1(M,L), in the second,
Theorem E applies. Hence, if Γ is linear, the assertions of Theorem E hold without
assuming that Γ is virtually solvable.

Since Γ is finitely generated and the probability measure µ on Γ induced from
LS-measures as used here satisfy the properties required in [19, 20], at least if the
LS-data are chosen appropriately and Γ does not contain Z or Z2 as a subgroup
of finite index (see Proposition 2.30), Hd(M,L) is conjecturally finite dimensional
for some (or any) d ≥ 1 if and only if Γ is virtually nilpotent; compare with the
introductions to [19, 20].

1.3. Laplace-type operators and renormalization. With respect to the Rie-
mannian metric associated to a diffusion operator L on a manifold M , we have
L = ∆ + Y , where Y is a smooth vector field on M , and, conversely, any oper-
ator of that form is a diffusion operator. More generally, if M is Riemannian, a
differential operator L on M is said to be of Laplace-type if it is of the form

L = ∆ + Y + V,(1.13)

where Y is a smooth vector field and V a smooth function on M , the drift vector
field and potential of L. In this notation, L is symmetric on C∞c (M) with respect
to a smooth volume element ϕ2dv, where ϕ > 0, if and only if Y = −2 grad lnϕ.
The orthogonal isomorphism

mϕ : L2(M,ϕ2dv)→ L2(M, dv), mϕf = ϕf

transforms L then into the Schrödinger operator

S = mϕ ◦ L ◦m−1
ϕ = ∆ + (V −∆ϕ/ϕ)f,

which is symmetric on C∞c (M) with respect to dv. We refer to this transformation
as renormalization (with 1/ϕ).

Using renormalization, the above results, properly formulated, also hold for
Laplace-type operators. More precisely, for the Schrödinger operator S as above,
we let ψ be the lift of a positive eigenfunction ψ0 of the corresponding Schrödinger
operator S0 on M0 with respect to the bottom λ0 = λ0(M0, S0) of the spectrum of
S0 on M0. (For analysis on orbifolds, see e.g. [10].) Renormalizing a second time,
now S−λ0 with ψ, yields the diffusion operator L′ = ∆−2 grad lnψ on M , which is
symmetric with respect to the smooth volume element ψ2dv. Thus multiplication
with ϕ/ψ induces a bijection between the spaces of (L − λ0)-harmonic functions
and L′-harmonic functions. Since ϕ/ψ is bounded between two positive constants,
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growth properties of functions are stable under multiplication with ϕ/ψ. In con-
clusion, if a is of subexponential growth, then multiplication with ϕ/ψ followed by
restriction to X yields isomorphisms

Ha(M,L− λ0)→ Ha(X,µ) and HA(M,L− λ0)→ HA(X,µ),

by what we just said and Theorems A and B. The results corresponding to the ones
in Section 1.2 are immediate consequences. We note that here, by the amenability
of the group Γ in Theorems C, D, and E, λ0(M0, S0) = λ0(M,S), the bottom of
the spectrum of S on M , at least if the action of Γ on M is also free [4, 6].

1.4. Structure of the article. In Section 2, we present the Lyons-Sullivam dis-
cretization of the L-diffusion in the way we need it, recall several results about it
from the literature, and prove that the LS-measures have finite exponential mo-
ments. The third section constitutes the heart of the paper. We show an extended
version of Theorem A in the case where L is invariant under a group Γ which acts
properly discontinuously and cocompactly on M . The extension to the orbifold case
is contained in the fourth section. In the short final section, we prove Theorems
C–E.

Contents

1. Introduction 1
2. Lyons-Sullivan discretization of diffusions 6
3. Cocompact actions 12
4. Cocompact coverings 16
5. Applications 18
References 21

2. Lyons-Sullivan discretization of diffusions

Following earlier work of Furstenberg, Lyons and Sullivan (LS) constructed a dis-
cretization of Brownian motion on Riemannian manifolds [18]. The LS-construction
was taken up and refined in [3]. It actually applies also to diffusions associated to
(elliptic) diffusion operators, and that extension was described in [5]. We start this
section with an outline of the LS-construction for such diffusions. The main new
results are in Section 2.3.

Let L be a diffusion operator on a connected manifold, and assume that the
L-diffusion on M , that is, the diffusion with generator L, is complete. Let Ω be
the space of paths ω : [0,∞)→ M , endowed with the compact-open topology. For
x ∈ M , denote by Px the probability measure on Ω corresponding to starting the
L-diffusion at x. For a measure µ on M , set Pµ =

∫
M
µ(dx)Px.

2.1. Balayage and L-harmonic functions. Let F ⊆ M be closed and V ⊆ M
be open. For ω ∈ Ω, the respective hitting and exit time,

RF (ω) = inf{t ≥ 0 | ω(t) ∈ F},
SV (ω) = inf{t ≥ 0 | ω(t) ∈M \ V },

(2.1)

are stopping times. For a measure µ on M and a Borel subset A ⊆M , let

β(µ, F )(A) = βFµ (A) = Pµ(ω(RF (ω)) ∈ A),

ε(µ, V )(A) = εVµ (A) = Pµ(ω(SV (ω)) ∈ A),
(2.2)
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where β stands for balayage and ε for exit. In the case of Dirac measures, µ = δx,
we use the shorthand x for δx. If β(x, F )(F ) = 1 for all x ∈ M , then F is said to
be recurrent. This is equivalent to RF <∞ almost surely with respect to each Px.

Proposition 2.3. Let F be a recurrent closed subset of M , µ a finite measure on
M , and h : M → R an L-harmonic function. Then we have:

(1) If h is bounded, then µ(h) = β(µ, F )(h).
(2) If h is positive, then β(µ, F )(h) ≤ µ(h).

An L-harmonic function h on M is said to be swept by F if β(x, F )(h) = h(x)
for all x ∈M . Then

µ(h) = β(µ, F )(h)(2.4)

for all finite measures µ on M . By Proposition 2.3.1, any bounded L-harmonic
function is swept by any recurrent closed subset of M .

2.2. LS-discretization and L-harmonic functions. Let X be a discrete subset
of M . Families (Fx)x∈X of compact subsets and (Vx)x∈X of relatively compact open
subsets of M together with a constant C > 1 will be called regular Lyons-Sullivan
data for X or, for short, regular LS-data for X if

(D1) x ∈ F̊x and Fx ⊆ Vx for all x ∈ X;
(D2) Fx ∩ Vy = ∅ for all x 6= y in X;
(D3) F = ∪x∈XFx is closed and recurrent;
(D4) for all x ∈ X and y ∈ Fx,

1

C
<
dε(y, Vx)

dε(x, Vx)
< C.

We say that X is ∗-recurrent if it admits LS-data. Our requirements (D1) and (D2)
are adopted from [3, 5] and more restrictive than the corresponding ones in [18].

Suppose now that we are given regular LS-data as above. For a finite measure
µ on M , define measures

µ′ =
∑
x∈X

∫
Fx

βFµ (dy)(εVxy −
1

C
εVxx ) and µ′′ =

1

C

∑
x∈X

∫
Fx

βFµ (dy)δx(2.5)

on M with support on ∪x∈X∂Vx and X, respectively.

Proposition 2.6 (Proposition 3.8 in [5]). If h is a positive L-harmonic function
on M swept by F and µ is a finite measure on M , then

µ(h) = µ′(h) + µ′′(h) and µ′(h) ≤ (1− 1

C2
)µ(h).

For y ∈M , let now

(2.7) µy,0 =

{
δy if y /∈ X,

ε(y, Vy) if y ∈ X,

and set recursively, for n ≥ 1,

(2.8) µy,n = (µy,n−1)′ and τy,n = (µy,n−1)′′.

The associated LS-measure is the probability measure

(2.9) µy =
∑
n≥1

τy,n

with support on X.

Proposition 2.10 (Proposition 3.12 in [5]). For regular LS-data, the associated
family (µy)y∈M of LS-measures has the following properties:
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(1) µy is a probability measure on X such that µy(x) > 0 for all x ∈ X;
(2) for any x ∈ X and diffeomorphism γ of M leaving L, X, and the LS-data

invariant,

µγy(γx) = µy(x);

(3) for all x ∈ X,

µx =

∫
∂Vx

εVxx (dy)µy;

(4) for all x ∈ X and y ∈ Fx different from x,

µy =
1

C
δx +

∫
∂Vx

εVxx (dz)(
dε(y, Vx)

dε(x, Vx)
− 1

C
)µz;

(5) for any y ∈M \ F and stopping time T ≤ RF ,

µy =

∫
πTy (dz)µz,

where πTy denotes the distribution of Py at time T .

Corollary 2.11. Let (µy)y∈M be the family of LS-measures associated to regular
LS-data. Assume in addition that the Fx, x ∈ X, are compact domains with smooth
boundary, and let z ∈ X. Then the function µ(z) : M → (0, 1), y 7→ µy(z), has the
following properties:

(1) For any x ∈ X, we have µ(z) = hx on Fx\{x}, where hx is the L-harmonic
function on Vx given by

hx(y) = εVxy (µ(z)) + cx

with cx = (δx(z)−µx(z))/C. Moreover, µ(z) is discontinuous at any x ∈ X,

µx(z) = εVxx (µ(z)).

(2) The restriction of µ(z) to M \ F is L-harmonic and solves the Dirichlet
problem µ(z) = hx on ∂Fx, for all x ∈ X. In particular, µ(z) is continuous
on M \X.

Proof. (1) amounts to a translation of Proposition 2.10.3 and 2.10.4. The first claim
of (2) follows from Proposition 2.10.5 by choosing T = RF . As for the Dirichlet
problem, we may choose T = RF ∧ SV on Vx \ Fx in Proposition 2.10.5. Since the
boundary ∂Fx of the domain Fx is smooth, the distribution of Py at time T tends
to the Dirac measure at y∞ ∈ ∂Fx as y ∈ Vx \ Fx tends to y∞. �

The requirement on the smoothness of the ∂Fx in Corollary 2.11 can be weak-
ened. We only use it to guarantee that the distribution of Py at the random time
T (as above) tends to the Dirac measure at y∞ ∈ ∂Fx as y ∈ Vx \ Fx tends to y∞.

2.3. Exponential moments of LS-measures. Although the following could be
discussed in greater generality, we now come back to one of the setups in the
introduction and let L be a diffussion operator on a manifold M which is invariat
under a group Γ acting properly discontinuously and cocompactly on M . Clearly,
the Riemannian metric assocated to L is also invariant under Γ. In particular, M
is complete with respect to the associated distance d.

For x ∈M , we denote by B(x, r) and B̄(x, r) the open and closed ball of radius
r about x ∈M with respect to d and call

Dx = {y ∈M | d(y, x) ≤ d(y, gx) for all g ∈ Γ}

the Dirichlet domain of x with respect to Γ.
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We choose an origin x0 ∈ M and set X = Γx0 and D0 = Dx0
. We let V0 = Vx0

be a relatively compact and connected domain with smooth boundary such that V0

is invariant under the isotropy group Γ0 of x0 and such that, for some ε > 0,

B(x0, ε) ⊆ V0 and V0 ∩B(x, ε) = ∅
for all x ∈ X with x 6= x0. For convenience, we also require that

B(x0, ε) ⊆ D0

and choose a Γ0-invariant compact domain

F0 = Fx0
⊆ B(x0, ε)

with smooth boundary. For each x ∈ X, we now set

Fx = gF0 and Vx = gV0,

where x = gx0 with g ∈ Γ. Since F0 and V0 are invariant under Γ0, Fx and Vx are
well-defined. By the choices of F0 ⊆ V0 and ε > 0, we have

Fx ⊆ Vx and Fx ∩ Vy = ∅
for all x, y ∈ X with x 6= y. Since the action of Γ is properly discontinuous and
cocompact, the family of (Fx, Vx)x∈X are regular LS-data in the sense of Section 2.2.
We denote the corresponding Harnack constant of the pairs (Fx, Vx) by C, and let
(µy)y∈M be the family of LS-measures on X associated to the data. Since the data
are invariant under Γ, we have

µγy(γx) = µy(x)

for all γ ∈ Γ, x ∈ X, and y ∈M .

Lemma 2.12. There is a constant CD such that µy(z) ≤ CDµx(z) for any x ∈ X,
y ∈ Dx, and z ∈ X.

Proof. Let C > 1 be the Harnack constant as in (D4). From Proposition 2.10.4, we
get that, for any x ∈ X and y ∈ Fx \ {x},

µy(z) ≤ 1

C
δx(z) + (C − 1

C
)

∫
∂Vx

εVxx (du)µu(z)

≤ 1

C
δx(z) + (C − 1

C
)µx(z).

Therefore µy(z) ≤ Cµx(z) for all y ∈ Fx and z ∈ X \ {x}. Since µx(x) > 0, there is
also a constant C ′ > 0 such that 1/C ≤ C ′µx(x), and then µy(z) ≤ (C + C ′)µx(z)
for all y ∈ Fx and z ∈ X.

Fix an open domain Ux with smooth boundary such that

Fx ⊆ Ux ⊆ Ūx ⊆ B(x, ε),

and let C ′′ > 1 be the Harnack constant for the pair (Ūx, Vx) with respect to L.
For y ∈ Ūx \ Fx, denote by εy the exit measure from Vx \ Fx. Then

εy|∂Vx ≤ εVxy ≤ C ′′εVxx .

From Corollary 2.11.2 and the first part of the proof, we get

µy(z) = εy(µ(z))

=

∫
∂Fx

εy(du)µu(z) +

∫
∂Vx

εy(du)µu(z)

≤ (C + C ′)µx(z)εy(∂Fx) + C ′′
∫
∂Vx

εVxx (du)µu(z)

≤ (C + C ′ + C ′′)µx(z).
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Now there is a constant r > 0 such that d(y, Fx) ≥ r for any y ∈ ∂Ux. Hence we
may apply the Harnack inequality of Cheng-Yau [8, Theorem 6] to µ(z) in pairs of
balls of radius r/2 and r along minimal paths connecting a point y ∈ Dx \ Ux to
∂Ux consecutively to arrive at the desired estimate for any given x ∈ X. However,
Γ-invariance implies that the same estimate holds for all x ∈ X. �

We let X0 = {x0} and U0 be a relatively compact open, connected, and Γ0-
invariant neighborhood of D0 such that U0∩B(x, ε) = ∅ for all x ∈ X with x 6= x0.
For x = gx0 ∈ X, we let Ux = gU0. By recursion, we set

Xn = {x ∈ X | Ux ∩ Un−1 6= ∅} and Un = ∪x∈XnUx.(2.13)

Then

U0 ⊆ U1 ⊆ U2 ⊆ · · ·(2.14)

is an exhaustion of M by relatively compact open subsets such that

Ūn ⊆ Un+1 and ∂Un ∩ F = ∅(2.15)

for all n ≥ 0. Furthermore,

Un ⊆ B(x0, (n+ 1) diamU0)(2.16)

for all n ≥ 0. Finally, we fix a constant 0 < c0 < 1 such that

εU0\F0
z (F0) ≥ c0 for any y ∈ D0.(2.17)

Lemma 2.18. For any n ≥ 0 and y ∈ D0, we have ε
Un\F
y (∂Un) ≤ (1− c0)n+1.

Proof. By the definition of c0, the assertion holds for n = 0 (and any y ∈ D0).
Assume now that it holds for some n ≥ 0. Given y ∈ D0, the strong Markov
property of the L-process together with ∂Un ∩ F = ∅ yields that

(2.19) εUn+1\F
y (∂Un+1) =

∫
∂Un

εUn\Fy (dz)εUn+1\F
z (∂Un+1).

For any z ∈ ∂Un, there exists u ∈ Xn+1 such that z ∈ Du, by (2.13). Clearly

εUn+1\F
z (∂Un+1) ≤ εUu\Fz (∂Uu) ≤ 1− c0,

where we use the Γ-equivariance of the data in the second step. Therefore

εUn+1\F
y (∂Un+1) ≤ (1− c0)εUn\Fy (∂Un) ≤ (1− c0)n+2,

by (2.19). This completes the inductive step. �

Theorem 2.20. With LS-data as above, the associated LS-measures have finite
exponential moments. More precisely,∑

x∈X
µy(x)eαd(x,y) <∞

for all y ∈M and α > 0 sufficiently small.

Corollary 2.21. With LS-data as above, the associated LS-measures have finite
a-moments for any subexponential growth function a.

Remark 2.22. It is important in our arguments that we use a refined version of
the LS-construction which goes back to [3] in the case of Brownian motion and
was discussed for diffusion operators in [5]. The proof that the LS-measures in
the original construction of Lyons and Sullivan have exponential moments in the
cocompact case in [1, Lemma 3.13] does not apply immediately in the present
situation. We owe the main argument here to François Ledrappier.
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Before starting with the proof of Theorem 2.20, we introduce some further no-
tation. For ω ∈ Ω, let

(2.23) S0(ω) =

{
0 if ω(0) /∈ X,
SVx(ω) if ω(0) = x ∈ X,

and recursively, for n ≥ 1,

Rn(ω) = inf{t ≥ Sn−1(ω) | ω(t) ∈ F},
Sn(ω) = inf{t ≥ Rn(ω) | ω(t) /∈ Vxn(ω)},

(2.24)

where xn = xn(ω) ∈ X with yn = yn(ω) = ω(Rn(ω)) ∈ Fxn(ω).

Proof of Theorem 2.20. We may assume that y ∈ D0. Using Proposition 2.10.3,
we may also assume that y 6= x0. We now set µy,0 = δy and µy,n = µ′y,n−1 as in
(2.7) and (2.8) and get

µy,n = µ′y,n−1 =
∑
x∈X

∫
Fx

βFµy,n−1
(du)(εVxu −

1

C
εVxx )

≤ θ
∑
x∈X

∫
Fx

βFµy,n−1
(du)εVxu = θπS1

µy,n−1
,

where θ = 1 − C−2 and πSµ denotes the distribution of Pµ at the random time S.
Since µy,n−1 = (µy,n−2)′, we can proceed by recursion and get

µy,n ≤ θπS1
µy,n−1

≤ θ2πS2
µy,n−2

≤ · · · ≤ θnπSnδy .

Now Rn is the first time of hitting F after Sn−1, and hence we also get

µ′′y,n(x) =
1

C
µy,n(∂Vx) ≤ 1

C
θnπSnδy (∂Vx) =

1

C
θnPy[Rn(ω) ∈ Fx].

Therefore ∑
x∈X

µy(x)eαd(x,y) ≤ 1

C

∑
x∈X

∑
n≥1

θnPy[Rn(ω) ∈ Fx]eαd(x,y)

=
1

C

∑
n≥1

θnEy[eαd(xn(ω),y)]

≤ eαε

C

∑
n≥1

θnEy[eαd(yn(ω),y)],

(2.25)

where we use that yn(ω) ∈ Fxn(ω) ⊆ B(xn(ω), ε). By the Markov property of the
L-process and the triangle inequality,

Ey[eαd(yn(ω),y)] ≤ sup
u∈D0

(
Eu[eαd(y1(ω),u)]

)n
.

By (2.16) and Lemma 2.18,

Pu[d(y1(ω), u) ≥ ndiamU0] ≤ εUn−2\F
u (∂Un−2) ≤ (1− c0)n−1(2.26)

for any u ∈ D0. Hence

Eu[eαd(y1(ω),u)] =

∫
Ω

Pu(dω)eαd(y1(ω),u) ≤
∑
n

(1− c0)n−1eα(n+1) diamU0 .
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The sum on the right is finite for (1 − c0)eα diamU0 < 1, hence the integral on the
left is finite. From (2.26), we also get that then

∫
d(y1(ω),u)>k diamD0

Pu(dω)eαd(y1(ω),u) ≤
∑
n≥k

(1− c0)n−1eα(n+1) diamU0

= (1− c0)−2 {(1− c0)eα diamU0}k+1

1− (1− c0)eα diamU0
,

(2.27)

which tends to zero for k →∞ and uniformly for small α ≥ 0. The integral over the
part of Ω, where d(y1(ω), u) ≤ k diamU0, is bounded by eαk diamU0 , which tends to
1 as α→ 0. Hence we may choose α > 0 and k ≥ 1 such that

1 <

(
1 + (1− c0)k−2 (1− c0)eα diamU0

1− (1− c0)eα diamU0

)
eαk diamU0 < θ−1 =

C2

C2 − 1
.(2.28)

Then supu∈D0
Eu[eαd(yn(ω),u)] < θ−1, and the right hand side of (2.25) is finite. �

2.4. Balanced LS-data. In the situation considered in Section 2.3, we let G0(., .)
be the L-Green function of V0. Since G(y, x0) → ∞ as y → x0, we can choose
a constant B such that B is a regular value of G(., x0) and let F0 = Fx0

be the
connected component of

{G0(., x0) ≥ B} ⊆ B(x0, ε)

containing x0. Since V0 is invariant under Γ0, G(., x0) is invariant under Γ0 as well,
hence also F0. Now we proceed as in Section 2.3 to get regular LS-data (Fx, Vx).
They are balanced in the sense of [3, 5]. The following is [3, Theorem 2.7] in the
case of Brownian motion.

Theorem 2.29 (Theorem 3.29 in [5]). Let (µy)y∈M be the family of LS-measures
on X associated to balanced LS-data as above. Then the Fx, x ∈ X, are compact
domains with smooth boundary, and we have:

(1) The Green functions G of L on M and g of the random walk on X assso-
ciated to the family (µy)y∈M of LS-measures satisfy

G(y, x) = BCg(y, x) for all x ∈ X and y ∈M \ Vx.

(2) The L-diffusion on M is transient if and only if the random walk on X
asssociated to the family (µy)y∈M of LS-measures is transient, and then
µy(x) = µx(y) for all x, y ∈ X.

2.5. Associated random walk on Γ. In the situation considered in Section 2.3
and Section 2.4, we may choose x0 ∈ M with trivial isotropy group, Γ0 = {1}.
Then we may identify Γ via the orbit map g 7→ gx0 with X = Γx0. Under this
identification, µx0

induces a probability measure µ on Γ by µ(γ) = µx0
(γx0).

Proposition 2.30. The probability measure µ has the following properties:

(1) µ(γ) > 0 for all γ ∈ Γ.
(2) If the µ-random walk on Γ is transient, then µ(γ−1) = µ(γ) for all γ ∈ Γ.
(3)

∑
γ∈Γ µ(γ)eα|γ| <∞ for all sufficiently small α > 0.

Proof. (1) follows immediately from Proposition 2.10.1, (3) from Theorem 2.20. As
for (2), the Lyons-Sullivan measures on X = Γx0 satisfy

µx0(γ−1x0) = µγx0(x0) = µx0(γx0)

for all γ ∈ Γ, by Proposition 2.10.2 and Theorem 2.29.2. Now (2) follows immedi-
ately from the definition of µ. �
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Note that µ satisfies the properties required in [19, 20] in the case where the
µ-random walk is transient.

3. Cocompact actions

The purpose of this section is to prove a general version of Theorem A in the
case where L is invariant under a group Γ which acts properly discontinuously and
cocompactly on M . We fix an origin x0 ∈ M and let X = Γx0. We also choose
Γ-invariant regular LS-data as in Section 2 and let µ = (µy)y∈M be the associated
LS-measures on X. Finally, we fix a growth function a.

Theorem 3.1. If µ has finite a-moments, then the restriction of an a-bounded
L-harmonic function on M to X is a-bounded and µ-harmonic, and the restriction
map Ha(M,L)→ Ha(X,µ) is a Γ-equivariant isomorphism.

Proof. We begin by showing that a-bounded µ-harmonic functions on X extend
to a-bounded L-harmonic functions on M . To this end, we let h ∈ Ha(X,µ) and
define

f : M → R, f(y) = µy(h) =
∑
x∈X

µy(x)h(x).(3.2)

First of all, we note that f is well-defined since∑
x∈X

µy(x)|h(x)| ≤ Ch
∑
x∈X

µy(x)a(|x|) <∞.

Lemma 3.3. With Xn as in (2.13), let

fn(y) =
∑
x∈Xn

µy(x)h(x).

Then the sequence of functions fn converges locally uniformly to the function f .

Proof. Let CD be the constant from Lemma 2.12. Since M is covered by the
Dirichlet domains Dx, x ∈ X, it suffices to consider the compact sets Dx, x ∈ X.
Let ε > 0, fix x ∈ X, and choose n0 ∈ N such that∑

u∈X\Xn

µx(u)a(|u|) < ε/ChCD

for all n ≥ n0. Then we have, for any y ∈ Dx and n ≥ n0,∣∣∣∣∣f(y)−
∑
u∈Xn

µy(u)h(u)

∣∣∣∣∣ ≤ Ch ∑
u∈X\Xn

µy(u)a(|u|)

≤ ChCD
∑

u∈X\Xn

µx(u)a(|u|) < ε.

This shows that the sequence of functions fn converges uniformly to f on Dx for
any x ∈ X. �

Lemma 3.4. The function f is L-harmonic.

Proof. By Corollary 2.11.2, the functions µ(u) are L-harmonic on M \ F . Hence
the functions fn as in Lemma 3.3 are L-harmonic on M \ F . Therefore the limit
function f is also L-harmonic on M \ F .

It suffices now to prove that f is L-harmonic in Vx, for any x ∈ X. Consider
first a point y ∈ Fx \ {x} and let u ∈ X. Then we have that

µy(u) =
1

C
δx(u) +

∫
∂Vx

εVxy (dz)µz(u)− 1

C
µx(u).
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Therefore, by the uniform convergence fn → f on V̄x,∫
∂Vx

εVxy (dz)f(z) = lim
n→∞

∑
u∈Xn

(∫
∂Vx

εVxy (dz)µz(u)

)
h(u)

= lim
n→∞

∑
u∈Xn

(µy(u)− 1

C
δx(u) +

1

C
µx(u))h(u)

= f(y)− 1

C
h(x) +

1

C

∑
u∈X

µx(u)h(u) = f(y),

where we use that h is µ-harmonic. Similarly, it follows that∫
∂Vx

εVxx (dz)f(z) = f(x).

Hence f(y) = εVxy (f) for all y ∈ Fx.
Let now y ∈ Vx \ Fx, and denote by εy the exit measure from Vx \ Fx. Then

εVxy = εy|∂Vx +

∫
∂Fx

εy(dz)εVxz ,

where the first term on the right corresponds to the paths which leave Vx before
entering Fx and the second term to the paths which enter Fx before leaving Vx. By
the uniform convergence fn → f on Vx, f is continuous on Vx \ {x}. Moreover, by
the first part of the proof, f is L-harmonic on Vx \ Fx and satisfies the mean value
formula on Fx. Hence

f(y) = εy(f) =

∫
∂Vx

εy(dz)f(z) +

∫
∂Fx

εy(dz)f(z)

=

∫
∂Vx

εy(dz)f(z) +

∫
∂Fx

εy(dz)εVxz (f) = εVxy (f).

We conclude that f satisfies the mean value formula also on Vx \ Fx, and hence f
is L-harmonic on Vx. �

Lemma 3.5. The function f is a-bounded.

Proof. Let D be the Dirichlet domain of x0 with respect to Γ. Let z ∈M and write
z = gy with g ∈ Γ and y ∈ D. Using the triangle inequality and the monotonicity
and submultiplicativity of a, we get

|f(z)| ≤
∑
x∈X

µz(x)|h(x)| ≤ Ch
∑
x∈X

µz(x)a(|x|)

= Ch
∑
x∈X

µg−1z(g
−1x)a(|x|) = Ch

∑
x∈X

µy(x)a(|gx|)

≤ Ch
∑
x∈X

µy(x)a(|gx0|+ |x|) ≤ CaCha(|gx0|)
∑
x∈X

µy(x)a(|x|)

≤ CaChCDa(|gx0|)
∑
x∈X

µx0(x)a(|x|) = CaChCDc0a(|gx0|)

≤ {C2
aChCDc0a(diamD)}a(|z|),

where Ca is the constant from (1.2), CD the constant from Lemma 2.12, and c0 the
a-moment of µx0

. �

Lemmata 3.4 and 3.5 show that the extension f of an a-bounded µ-harmonic
function h on X as in (3.2) is an a-bounded L-harmonic function on M . To finish
the proof of Theorem 3.1, it remains to show that the restriction of any a-bounded
L-harmonic function f on M to X is µ-harmonic.
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Lemma 3.6. Any function f ∈ Ha(M,L) is swept by F , that is,

f(y) = βFy (f) for any y ∈M .

Proof. The assertion is obvious for y ∈ F . Let now y ∈ M \ F , and choose g ∈ Γ
with y ∈ gD, where D = Dx0

.
First of all, note that βFy (f) is finite. Indeed, for x ∈ X and z ∈ ∂Fx, we have

that |z| ≤ |x|+ diam(Fx0). Therefore

|βFy (f)| ≤
∑
x∈X

∫
Fx

βFy (dz)|f(z)| ≤ Cf
∑
x∈X

∫
Fx

βFy (dz)a(|z|)

≤ CfCaa(diam(Fx0))
∑
x∈X

βFy (Fx)a(|x|)

≤ CfCaCa(diam(Fx0
))
∑
x∈X

µy(x)a(|x|) <∞,

where we used that βFy (Fx)/C ≤ τy,1(x) ≤
∑
n≥1 τy,n(x) = µy(x).

Consider the exhausting sequence of gUn of M by the relatively compact open
subsets defined in (2.13). Since f is harmonic, we have

(3.7) f(y) =
∑

x∈gXn

∫
∂Fx

εgUn\Fy (dz)f(z) +

∫
∂(gUn)

εgUn\Fy (dz)f(z).

Observe that the last term converges to zero as n→∞. Indeed, we have that∣∣∣∣ ∫
∂(gUn)

εgUn\Fy (dz)f(z)

∣∣∣∣ ≤ ∫
∂(gUn)

εgUn\Fy (dz)|f(z)|

≤ Cf
∫
∂(gUn)

εgUn\Fy (dz)a(|z|)

≤ Cf
∑

x∈g(Xn+1\Xn)

∫
∂(gUn)∩Dx

εgUn\Fy (dz)a(|z|)

≤ CfC1

∑
x∈g(Xn+1\Xn)

∫
∂(gUn)∩Dx

εgUn\Fy (dz)a(|x|)

≤ Cf
C1

C0

∑
x∈g(Xn+1\Xn)

∫
∂(gUn)∩Dx

εgUn\Fy (dz)εUx\Fxz (Fx)a(|x|)

≤ Cf
C1

C0

∑
x∈g(Xn+1\Xn)

βFy (Fx)a(|x|)

≤ Cf
C1

C0
C

∑
x∈g(Xn+1\Xn)

µy(x)a(|x|),

where C0 is a constant satisfying ε
Ux\Fx
z (Fx) ≥ C0 for all x ∈ X and z ∈ Dx \ Fx,

C1 = Caa(diamDx), and C is the Harnack constant from (D4) as used above. Now
the last term tends to 0 as n→∞ since µy has finite a-moments.

It remains to prove that the first term in (3.7) converges to βFy (f). Let ε > 0
and note that there exists n0 ∈ N such that∑

x∈X\gXn0

∫
∂Fx

βFy (dz)|f(z)| < ε/3.

For any n ∈ N and x ∈ gXn0 we have that ε
gUn\F
y (A) ≤ βFy (A) for any Borel

subset A of ∂Fx. This yields that βFy − ε
gUn\F
y is a measure on the Borel subsets of
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∂Fx. Moreover, we have that ε
gUn\F
y (∂Fx) → βFy (∂F ), which implies that for any

x ∈ gXn0
there exists nx ∈ N such that

βFy (∂Fx)− εgUn\Fy (∂Fx) <
ε

3CfCaa(diam(Fx0))|Xn0 |a(|x|)

for any n ≥ nx.
Then, for n ≥ max{n0,maxx∈Xn0

nx}, we derive that∣∣∣∣βFy (f)−
∑

x∈gXn

∫
∂Fx

εgUn\Fy (dz)f(z)

∣∣∣∣
≤
∣∣∣∣ ∑
x∈gXn0

∫
∂Fx

(βFy − εgUn\Fy )(dz)f(z)

∣∣∣∣
+

∑
x∈X\gXn0

∫
∂Fx

(βFy + εgUn\Fy )(dz)|f(z)|

≤
∑

x∈gXn0

∫
∂Fx

(βFy − εgUn\Fy )(dz)|f(z)|+ 2
∑

x∈X\gXn0

∫
∂Fx

βFy (dz)|f(z)|

≤
∑

x∈gXn0

(βFy (∂Fx)− εgUn\Fy (∂Fx)) sup
z∈Fx

|f(z)|+ 2ε/3 ≤ ε,

where we used that βFy ≥ ε
gUn\F
y on the ∂Fx with x ∈ gXn0 . �

Lemma 3.8. For any function f ∈ Ha(M,L), we have

f(y) = µy(f) for any y ∈M .

Proof. For a finite measure µ on M , we define the measures µ′ and µ′′ as in (2.5).
Since f is swept by F ,

µ(f) = µ′(f) + µ′′(f).

Observe that |f(y)| ≤ Cfa(|x| + diam(Fx0)) =: ϕ(x) for any x ∈ X and y ∈ Fx.
Then we obtain that

|µ′(f)| =
∣∣∣∣ ∑
x∈X

∫
Fx

βFµ (dy)(f(y)− 1

C
f(x))

∣∣∣∣
≤
∑
x∈X

∫
Fx

βFµ (dy)(|f(y)|+ 1

C
|f(x)|)

≤ (C +
1

C
)
∑
x∈X

βFµ (Fx)ϕ(x) = (C2 + 1)µ′′(ϕ).

In the notation of Section 2.2, for any y ∈M , we obtain that

f(y) = µy,n(f) +
∑

1≤k≤n

τy,k(f) and |µy,n(f)| ≤ (C2 + 1)τy,n(ϕ).

Since the a-moments of the Lyons-Sullivan measures are finite, we have∑
n≥1

τy,n(ϕ) = µy(ϕ) <∞,

which yields that τy,n(ϕ)→ 0 as n→∞, as we wished. �

Lemma 3.8 shows that the restriction to X of an a-bounded L-harmonic function
on M is µ-harmonic. Thus the proof of Theorem 3.1 is complete. �
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4. Cocompact coverings

Let q : M̃ → M be a covering of connected manifolds. Let ΩM and ΩM̃ be the

spaces of continuous paths ω from [0,∞) to M and M̃ , respectively. From the path
lifting property of q, we obtain a map

H : {(x, ω) ∈ M̃ × ΩM | q(x) = ω(0)} → ΩM̃ , H(x, ω) = ωx,(4.1)

where ωx denotes the continuous lift of ω to M̃ starting at x. It is easy to see that H
is a homeomorphism with respect to the compact-open topology. In what follows,
we identify ΩM̃ according to (4.1). With respect to this identification, evaluation
of (x, ω) ∈ ΩM̃ at time t ≥ 0 is given by ωx(t).

Let L be a diffusion operator on M and L̃ = q∗L be the pull-back of L to M̃ .
Assume that the L-diffusion on M is complete, and denote by Py the probability
measure on ΩM corresponding to starting the diffusion at y ∈M .

Theorem 4.2 (Theorem 4.2 of [5]). For y ∈ M̃ , define the probability measure P̃y
on ΩM̃ by

P̃y[A] = Pq(y)[{ω | (y, ω) ∈ A}], A ∈ B(ΩM̃ ).

Then P̃x is the probability measure on ΩM̃ for the L̃-diffusion on M̃ starting at x.

Let now X ⊆M be a ∗-recurrent discrete subset and (Fx, Vx)x∈X be regular LS-
data for X as in Section 2.2 such that the Vx are connected and evenly covered by
q. Let X̃ = q−1(X). For x ∈ X̃, let Ṽx be the connected component of q−1(Vq(x))

containing x and F̃x = Ṽx ∩ q−1(Fq(x)).

Lemma 4.3. The discrete subset X̃ ⊆ M̃ is ∗-recurrent and the family (F̃x, Ṽx)x∈X̃
is regular LS-data for X̃.

Proof. Since q is a covering and L̃ = q∗L, the family of F̃x ⊆ Ṽx satisfies (D1),
(D2), and (D4), where C is the Harnack constant of L from (D4). Moreover, the

union F̃ = ∪x∈X̃ F̃x = q−1(F ) is closed. Finally, by the correspondence between the

L̃-diffusion starting at y ∈ M̃ and the L-diffusion starting at q(y) ∈M established
in Theorem 4.2 and since the latter hits F with probability one, we conclude that
the first hits F̃ with probability one. Hence F̃ is recurrent. �

Proposition 4.4. The LS-measures µ and µ̃ associated to the families (Fx, Vx)x∈X
and (F̃y, Ṽy)y∈X̃ as above satisfy

µq(y)(u) =
∑

v∈q−1(u)

µ̃y(v), for any y ∈ M̃ and u ∈ X.

Proof. Let µ and µ̃ be finite measures on M and M̃ , respectively. Recall the
splitting µ = µ′+ µ′′ from (2.5), and suppose that q∗µ̃ = µ. Then, by Theorem 4.2

and since F̃ = q−1(F ), we conclude that q∗β
F̃
µ̃ = βFµ . We get, therefore, that

q∗µ̃
′ = µ′ and q∗µ̃

′′ = µ′′.

It follows that, in the recursive construction in (2.7) and (2.8), applied to y ∈ M̃
and q(y) ∈M , respectively, we have

q∗µ̃y,n = µq(y),n and q∗τ̃y,n = τq(y),n

for all n ≥ 0. We conclude that q∗µ̃y = µq(y), which is the assertion. �

Note that Proposition 4.4 is a discrete version of the corresponding formula for
the transition densities of the diffusions on M and M̃ as in [5, Corollary 4.3].
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Assume now that we are in the situation of the introduction with an orbifold
covering p : M → M0, where M is the given manifold with the trivial orbifold
structure and M0 is a closed orbifold. Assume furthermore that L and the volume
element on M are pull-backs of a diffusion operator and a smooth volume element
on M0.

Then the universal covering q : M̃ →M composed with p is the universal orbifold
covering of M0. Moreover, there is a group Γ, which acts properly discontinuously
on M̃ such that M0 = Γ\M̃ . More generally, let q : M̃ → M be any covering

such that M0 = Γ\M̃ , where M̃ is connected and Γ is a group which acts properly

discontinuously on M̃ . Since M0 is compact, any such group is finitely generated.
Choose x0 ∈ M0 and let X = p−1(x0). Let V0 be a connected open subset

of M0 which is evenly covered (in the sense of orbifolds) by p̃ = p ◦ q, therefore
also by p. Let F0 ⊆ V0 be a compact neighborhood of x0 with smooth boundary.
For x ∈ X, let Vx be the connected component of p−1(V0) containing x and set
Fx = Vx ∩ p−1(F0).

Lemma 4.5. The discrete subset X ⊆M is ∗-recurrent and the family (Fx, Vx)x∈X
is regular LS-data.

Proof. Clearly, the family of Fx ⊆ Vx satisfies (D1), (D2), and (D4), where C is
the Harnack constant of L0 for (F0, V0) (in the sense of orbifolds). Moreover, the
union F = p−1(F0) is closed. Since M0 is compact, F is recurrent. �

Theorem 4.6. Assume that µ̃ has finite a-moments. Then µ has finite a-moments,
the restriction of an a-bounded L-harmonic function to X is an a-bounded µ-
harmonic function on X, and the restriction map Ha(M,L) → Ha(X,µ) is an
isomorphism.

By Theorem 2.20, µ̃ has finite a-moments for the growth functions eαr for suffi-
ciently small α > 0, in particular for any growth function of subexponential growth.
Hence the statement of Theorem 4.6 implies Theorem A of the introduction.

Proof of Theorem 4.6. The first assertion is clear from Proposition 4.4 since q does
not increase distances.

Let f be a function on M and f̃ be its lift to M̃ . Then f is L-harmonic if and only
if f̃ is L̃-harmonic. If f is a-bounded, then f̃ is a-bounded since q does not increase
distances. Conversely, suppose that f̃ is a-bounded. Let x ∈M and c be a shortest
geodesic segment from x0 to x in M . Then the lift of c to M̃ starting in y0 is a
shortest geodesic segment from y0 to a point y ∈ q−1(y) with d(y0, y) = d(x0, x).

Since f̃ lifts f and is (therefore) constant on the fibers of q, we obtain

|f(x)| = |f̃(y)| ≤ Cf̃a(|y|) = Cf̃a(|x|).
Therefore f is a-bounded, and hence lifting defines an isomorphism between the
space of a-bounded L-harmonic functions on M and the space of a-bounded L̃-
harmonic functions on M̃ which are constant on the fibers of q.

Let h now be a function on X and h̃ be its lift to X̃. Then h is µ-harmonic if and
only if h̃ is µ̃-harmonic, by Proposition 4.4 and since h̃ is constant on the fibers of
q. Moreover, by the argument above, h is a-bounded if and only if h̃ is a-bounded.
Thus lifting defines an isomorphism between the space of a-bounded µ-harmonic
functions on X and the space of a-bounded µ̃-harmonic functions on X̃ which are
constant on the fibers of q.

By Theorem 3.1, the restriction map Ha(M̃, L̃) → Ha(X̃, µ̃) is an isomorphism
which is equivariant under the group Γ of covering transformations of p̃. In particu-
lar, it is also equivariant with respect to the smaller group Γ′ of covering transforma-
tions of q. Therefore restriction defines an isomorphism between the corresponding
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subspaces of Γ′-invariant functions. But these are exactly the lifts of functions from
Ha(M,L) and Ha(X,µ), respectively. �

5. Applications

In this section, we discuss the proofs of Theorems C, D, and E from the in-
troduction. Recall that we are given a diffusion operator L and a smooth volume
element on a non-compact and connected manifold M , which are invariant under
a group Γ acting properly discontinuously and cocompactly on M , such that L is
symmetric on C∞c (M) with respect to the volume element. In particular, Γ is a
finitely generated infinite group.

We choose an origin x0 ∈ M such that the isotropy group of x0 in Γ is trivial.
In the case, where Γ acts as a group of covering transformations, any point of M is
of this kind. In the general case, the set of points in M with trivial isotropy group
in Γ is open and dense. Since the isotropy group of x0 in Γ is trivial, the orbit
map Γ → X = Γx0 is bijective, and we use it to identify Γ with X. We choose
balanced LS-data as in Section 2.4 and consider the associated probability measure
µ and random walk on Γ as in Section 2.5. If the L-diffusion on M is transient
or, equivalently, the µ-random walk on Γ is transient, then µ satisfies the following
three properties (Proposition 2.30):

(P1) the support of µ is all of Γ;
(P2) µ is symmetric;
(P3) µ has finite exponential moment (for some sufficiently small exponent).

In particular, in the transient case, µ satisfies the properties required in the articles
[19, 20, 21] of Meyerovitch, Perl, Tointon, and Yadin so that we may apply their
results, using Theorem B.

The µ-random walk on Γ is recurrent if and only if Γ contains Z or Z2 as a
subgroup of finite index [22, Theorem 3.24]. In this case, we use the results of
Kuchment and Pinchover [16] on Schrödinger operators invariant under a properly
discontinuous and (then also) free action of A = Zk. For this application, we let
ϕ2dv be the A-invariant volume element on M with respect to which L is symmetric
on C∞c (M). Here ϕ is an A-invariant positive smooth function on M and dv denotes
the volume element of the Riemannian metric on M induced by L. Then L is of
the form

Lf = ∆f − 2〈∇ lnϕ,∇f〉.
Furthermore, renormalization with 1/ϕ as in Section 1.3 transforms L into the A-
invariant Schrödinger operator S = ∆ + V with potential V = −∆ϕ/ϕ. Since S
and ϕ descend to a Schrödinger operator S0 and a positive S0-harmonic function
ϕ0, the bottom of the spectrum of S0 on M0 = A\M is 0. Since Zk is Abelian,
hence amenable, the bottom of the spectrum of S as an unbounded self-adjoint
operator on L2(M,dv) is also 0. Hence Kuchment-Pinchover’s [16, Theorem 5.3]
applies with their Λ0 = 0. Notice that the smooth functions [xj ] there are equal to
±c(|gj |+ 1) for some constant c > 0, where x ∈ gD0 with g = (g1, . . . , gk) ∈ A and
D0 denotes the Dirichlet domain about x0 with respect to A.

Proof of Theorem C. Suppose first that the L-diffusion process on M is transient.
Then the LS-measure on Γ satisfies (P1)–(P3). Let f ∈ Hd(M,L). Then the restric-
tion h of f to Γ belongs to Hd(Γ, µ), by Theorem B. But then h is a polynomial of
degree at most d on a finite index subgroup N of Γ, by [19, Theorem 1.3]. Therefore
the restriction of f to N satisfies the claimed growth property, by [19, Proposition
2.7]. Hence f satisfies the same growth property, by Lemma 2.12.

Suppose now that the L-diffusion process on M is recurrent. Then the µ-random
walk on Γ is recurrent, and hence Γ is a finite extension of A = Z or A = Z2.
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Without loss of generality, we may assume that Γ = A. Then, by [16, Theorem
5.3.3] and the above renormalization, f/ϕ is of the form

f

ϕ
=

∑
0≤|j|≤d

[x]jfj(x),

where the fj are A-invariant functions on M . (In our case, A = Z or A = Z2, but
[16, Theorem 5.3] also holds for any Zk.) �

Proof of Theorem D. Suppose again first that the L-diffusion process on M is tran-
sient, so that the LS-measure on Γ satisfies (P1)–(P3). Without loss of generality,
we may assume that Γ = N . Combining [19, Theorems 1.5, 1.6 and Corollary 1.9]
and [21, Theorem 1.5], we have that Hd(N,µ) is of finite dimension with

dimHd(N,µ) = dimPd(N)− dimPd−2(N)

for all d ≥ 0. Now Hd(M,L) ∼= Hd(N,µ) for all d ≥ 0, by Theorem B.
In the recurrent case, we have again that Γ is a finite extension of A = Z or

A = Z2. Via renormalization as above, the desired formula for the dimension of
Hd(M,L) is now given in [16, Theorem 5.3.2]. �

Proof of Theorem E. Since we may assume that Γ does not contain Z or Z2 as
a subgroup of finite index, we may assume without loss of generality that the
L-diffusion on M is transient. By Theorem B, we have H1(M,L) ∼= H1(Γ, µ).
Furthermore, µ satisfies (P1)–(P3). Now Γ is virtually solvable. Hence Γ is virtually
nilpotent if H1(Γ, µ) is of finite dimension, by [20, Theorem 1.4]. Conversely, if Γ
is virtually nilpotent, then H1(Γ, µ) is of finite dimension, by Theorem D. �
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